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Abstract--This paper presents some results of numerical and experimental study of turbulent double- 
diffusive natural convection of a mixture of two gases in a trapezoidal enclosure with imposed unstable 
thermal stratification. The geometry and boundary conditions are selected to mimic an idealised situation 
in underground coal gasification. In the computations turbulent fluxes of momentum, heat and mass were 
modelled by standard and low-Re-number (Launder-Sharma) k-s eddy diffusivity models with inclusion 
of thermal and mass buoyancy. The computed mean velocity, temperature and concentration, show 
satisfactory agreement with measurements, indicating that despite some deficiencies, the numerical model 
can reproduce most of the essential features of the process. 0 1998 Elsevier Science Ltd. All rights reserved. 

‘1. INTRODUCTION 

Natural convection flows where the buoyancy forces 
are a result of both temperature and concentration 
gradients often occur in nature and in engineering. 
Examples include double-diffusive convection of heat 
and pollutants (particularly of dense gases) in atmo- 
sphere, of heat and salt in oceans, heat and moisture 
transport in building structures, heat and material 
diffusion during solidification and crystal growth, 
chemical vapour deposition and drying processes, as 
well as in underground cavities during natural or 
imposed gasification or burning of coal (see Kuyper 
et al. [l]). In the absence of a significant shear-bearing 
forced fluid movement the mixing of dissolved species 
and carrier fluid in such double-diffusive systems is 
governed by the total density stratification consisting 
of thermal and concentration contributions. This 
can be expressed in terms of total density incre- 
ment Ap = APT-t Ap, = -&&AT+/?,Ao). Here 
/& = - l/p,,(C!p/a r), and /3W = - l/p,(~?p/aw), denote 
the volume expansion coefficients due to unit tem- 
perature and ccncentration changes, respectively. 
Two stratifications act often opposite with unstable 
thermal stratification (heating from below) promoting 
turbulence, while the stable concentration gradient 
tends to damp turbulent fluctuations. Depending on 
sign and strength of the thermal and concentration 

t Author to whom correspondence should be addressed. 

gradients, the mixture can be either fully turbulent, 
fully laminar, or mixed. In most large-scale processes 
mentioned the unstable thermal stratification is domi- 
nant promoting vigorous turbulence and intensive 
heat and matter transport. However, despite large 
bulk Rayleigh or Grashof numbers, transitional or 
laminar regions may prevail in some regions. Of par- 
ticular interest are situations when a turbulent mixed 
layer is trapped by a stable layer above. A separating 
density interface acts as a mixing barrier, preventing 
transport from one region of fluid domain into 
another and impeding the mixing between the tur- 
bulent and non turbulent fluids. Such coexistent 
unstable or stable layers separated by a molecular 
interface are encountered in atmosphere, oceans and 
salty lakes, in solar ponds, but also in underground 
caverns formed due to coal gasification. In tech- 
nological applications it can be desirable to enhance 
the process of mixing (e.g. in heavy gas storage and 
handling), by increasing the unstable stratification 
(e.g. by heating from below), or to suppress the 
mixing, e.g. in the case of crystal growth where any 
instability, transition or even traces of turbulence may 
cause undesirable crystal inhomogeneities and 
impurities. 

Early studies of double-diffusive natural convection 
were mainly concerned with phenomena of multi-layer 
structures separated by sharp density interfaces 
observed in oceans (e.g. Turner [2], Fernando [3]). A 
comprehensive early overview of the topic was given 
by Gebhart and Pera [4]. More recently double- 
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NOMENCLATURE 

: 
thermal diffusivity [m’ s-l] Greek symbols 
buoyancy ratio rRT thermal volumetric expansion 

c,, c,,, c,*, c,) constants in k-E model coefficient 
D diffusion coefficient [m’ s-‘1 = - [(l/~)(W~~)lo = l/To [K-‘I 
gi gravitational acceleration vector BU, solutal volumetric expansion 

[m ss*] coefficient = -[(l/~)(ap/&)]~ 
Gk buoyancy production of turbulent = ~/%+[~h/(~I--ll)l 

kinetic energy [m’ ss3] AT temperature difference 

Grr thermal Grashof number = T,-T, [K] 
Gr, concentration Grashof number AW mass fraction range, = 1 
H height of enclosure [m] E dissipation rate of turbulent kinetic 
k turbulent kinetic energy [m’ s-*1 energy [m’ s3] 
L width of enclosure [m] V kinematic viscosity [m’ s- ‘1 
M molar mass [kg mole-‘] Vl turbulent viscosity [m’s_‘] 
N molar gas injection rate [mole mm2 ss’] P density [kg m-‘1 
NU Nusselt number O’T turbulent Prandtl number 

P pressure [Pa] C<” turbulent Schmidt number 
Pr Prandtl number w mass fraction of the heavy gas 
Pk shear production of turbulent kinetic component 

energy [m’ sm3] wo mean mass fraction, = l/2. 
Re, turbulent Reynolds number 
SC Scmidt number 
Sh Sherwood number Subscripts 
t time [s] C cold wall 
T temperature [K] h hot wall or heavy gas 

T0 mean reference 1 light gas 
temperature = ( Th + T,)/2 [K] n normal to the wall 

4 Cartesian velocity components [m s- ‘1 t turbulent or tangent to the 

X, Cartesian coordinates [ml. wall. 

diffusive phenomena related to technological appli- 
cations are receiving increasing attention and a num- 
ber of papers reporting on both experimental and 
numerical investigations can be found in literature, the 
latter mainly confined to laminar regimes. Numerical 
studies of the laminar double-diffusive flows in rec- 
tangular cavities were reported by Lin et al. [5], BCgh- 
ein et al. [6], Nishimura et al. [7] and Kamakura et al. 
[8]. Studies of turbulent double-diffusion are more 
scarce in literature. Modelling of unsteady turbulent 
double-diffusive systems with density interfaces using 
a standard high-Re-number k--E mode1 modified to 
account for thermal and concentration buoyancy, 
have been reported by Bergman et al. [9, lo]. More 
recently HanjaliC and MusemiC [l l] discussed differ- 
ent turbulence closure levels for double-diffusive sys- 
tems and reported a successful computation of several 
experimentally explored unsteady cases. They used 
a low-Re-number k-6 model with variable turbulent 
Prandtl-Schmidt numbers derived by algebraic trunc- 
ation of differential transport equations for turbulent 
fluxes of heat and species. Kuyper [12] studied tur- 
bulent double-diffusive reacting flows in a two-dimen- 
sional cavity simulating an underground coal gasi- 

fication channel. In this study the standard high-Re- 
number k-6 turbulence model was used. All reports 
mentioned cover only some of the multiple facets of 
the double-diffusive systems, indicating that mod- 
elling of turbulent double-diffusive natural convection 
is still in an early stage of development. 

In the present paper we first discuss possible mod- 
elling approaches to the solution of double diffusion 
in complex situations akin to underground coal gasi- 
fication. While realizing that more advanced models 
are needed for accurate predictions of double-diffusive 
transport, in view of uncertainties encountered in 
characterising and modelling other phenomena in a 
real gasification process (complex geometries, chemi- 
cal reactions, coal characterisation, inaccuracy of 
experimental data used for mode1 validation, etc.) 
attention was at present confined to testing the poten- 
tial of the simple isotropic eddy-diffusivity k--E model 
in high- and low-Re-number versions, modified to 
account for both the thermal and concentration buoy- 
ancy effects. Results of numerical computations of 
mean velocity, temperature and concentration fields 
and of two turbulent stress components in steady and 
transient regimes will be presented and compared with 
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experiments for turbulent single (thermal) and 
double-diffusive natural convection of a binary mix- 
ture of gases in a t:rapezoidal enclosure. Rationale for 
adopting such a cavity shape and boundary conditions 
as well as their relation to underground coal gasi- 
fication can be found in the doctoral thesis of Kuyper 
[ 121. Experimental data, which served for model vali- 
dation, were obtained in a laboratory model of a cav- 
ity with the same shape and boundary conditions. 
Velocity was measured by Laser Doppler Ane- 
mometry (LDA), mean temperature by a Chromel- 
Alumel thermocouple and mean concentration by a 
gas-sampling probe connected to a gas chro- 
matograph. 

2. MODELLING DOUBLE-DIFFUSIVE NATURAL 
CONVECTION 

The geometry considered has the form of a trap- 
ezoid (Fig. 1). The bottom wall of the trapezoid has 
a constant high temperature, the side walls have a 
constant low temperature and the top wall is adia- 
batic. The bottom and side walls both in the exper- 
iment and in the simulation were porous. Gases of 
different densities are injected through these walls 
simulating the gasification and combustion reactions 
at the surface of the coal walls. A molar flux of a 
heavy gas is fixed at the bottom wall and a molar flux 
of a light gas at the side walls. The top wall is non- 
reacting and impermeable. The imposed temperature 
and concentration boundary conditions result in 
opposing buoyancy forces near the walls. Since gases 
are injected through the walls, there is a non-zero 
normal velocity at these walls. The injected gases flow 
out in the z-direction. The velocity in the z-direction 
is assumed to be uniform across the x-y plane, and 
increasing linearly in the z-direction. The z-velocity 
gradient (&/a~), which enters the continuity equation 
follows from an integral mass balance. In this way 
only the x and ~1 momentum equations have to be 
solved to calculate the three-dimensional flow. 

2.1. Mathematical formulation 
The mean flow is described by the Reynolds aver- 

aged equations of conservation of momentum, energy 
and mass of each species. The Boussinesq approxi- 

c 

mation is used, so the density is taken constant except 
in the buoyancy term where it is linearised in terms of 
temperature and mass fraction. The resulting equa- 
tions are 

The imposed boundary conditions for velocity, tem- 
perature and concentration are 

bottom wall : 

Nd,ft, u =p u,=O T=T, " 
P 

ao N,,Mh 
u,w-D-== 

3.x" P 
(5a) 

side walls : 

N&f, u =y ut=O T=T, " 
P 

N,M, 
u,,(l-m)+D$- 

P ” 
(5b) 

top wall : 

U” = 0 u, = 0 
ar -_=o $0. ax, n 

(SC) 

The bottom wall is kept at the hot wall temperature 
T,, and the molar flux of the heavy gas Nh is fixed. 
Similarly the side walls are kept at the cold wall tem- 
perature T, and the molar flux of the light gas N, is 
fixed. The normal velocity at the walls follows from 
the fluxes. 

Fig. 1. The trapezoidal cavity with hot and cold walls and injection of a light and heavy gas. 
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The closure of the equation set (l)-(4) can be 
achieved in various ways depending on the for- 
mulation of turbulent fluxes of momentum, heat and 
species u:u;, u,T’ and u:o’, respectively, which con- 
stitute a turbulence model. The most advanced 
approach within the framework of the Reynolds aver- 
aging approach will involve modelling and solving the 
differential transport equation for each flux com- 
ponent (‘second-moment closure’), complemented 
with a transport equation for a characteristic tur- 
bulence scale. Such a model contains a large number 
of empirical coefficients and functions, which for 
double diffusion problems have not yet been evaluated 
to a desirable degree of certainty. Besides, a second 
moment closure poses substantial demands on com- 
putation resources which is impractical for com- 
putation of complex three-dimensional problems. 
Nevertheless, second-moment closures may be con- 
veniently truncated to yield simpler models in which 
turbulent fluxes can be formulated in terms of implicit 
or explicit algebraic equations (algebraic stress/flux 
models) which still capture major physical processes. 
Possible levels of truncations for thermal natural con- 
vection have been discussed in more detail by Hanjalic 
[ 131 and Do1 et al. [ 141 and for double diffusive scalar 
fields by Hanjalic and MusemiC [1 I]. It will suffice 
here to recall that a form of algebraic expressions for 
the turbulent flux of heat and species, containing all 
important source terms can be written as 

where 5 and q are coefficients originating from the 
model of the terms involving fluctuating pressure. 
Similar expression can be derived for the turbulent 
stress tensor z&J, which in addition to mean-strain 
production (almost always positive), contains also the 
sources due to thermal and concentration buoyancy __- 
pT(g,u;T’+gju:T’) and ~w(gi~~w’+g,~~w’). Each of 
these terms can be either positive or negative, enhanc- 
ing or damping the turbulent stress field. 

Equations (6) and (7), as well as the expression for 
turbulent stresses (omitted here for brevity) indicate 
a strong coupling between the two scalar fields and 
the velocity field. They also illustrate the existence of 
several sources of turbulent fluxes of momentum, heat 
and species, which may dominate the transport in 
various regions of the flow domain. It should be noted 
for instance, that the turbulent flux of heat and species 
are only in part governed by the mean tem- 

perature/concentration gradients, as implied by the 
eddy diffusivity hypothesis, but also by the mean vel- 
ocity gradient and by the scalar field fluctuations 
themselves associated with buoyancy (terms involving 

temperature and concentration variances, T”, z) 
and by buoyant interaction of the two fluctuating 
scalar fields (correlation T’w’). 

While realizing the importance of accounting for 
various sources of turbulent fluxes, we adopted 
initially the simplest form of isotropic eddy diffusivity 
model to check its performance in comparison with 
available experimental data. Subsequent upgrading 
of the model was planned by introducing first the 
anisotropic eddy diffusivity (first term in equations 
(6) and (7)) and further by incorporating other terms 
of equations (6) and (7). As shown later, the simple 
eddy diffusivity model produced acceptable agreement 
with experiments and, despite some deficiencies, fur- 
ther studies focused on the investigation of the effect of 
varying boundary conditions in steady and transient 
regimes, using the same model. A summary of the 
model equations is outlined below : 

(8) 

v, aT 
u;T’= _~- 

+ ax, 

v, au 
u)J= ---, 

cm ax, 
The turbulent Prandtl number crT and the turbulent 
Schmidt number oCO are taken constant. The isotropic 
turbulent viscosity v, is defined in standard form in 
terms of turbulence kinetic energy k and its dissipation 
rate E 

(11) 

Two models of transport equations for k and E were 
considered. The first model, which we will refer to as 
the standard k--E model, uses the high-lie-number 
form of k and E transport equations : 

ak r+~,~=~((v+;)~)+&+F,-~ 
(12) 

p =_~!A? 
k 1 Jaxi 

G = -gQwiT+/Lu,w’) (15) 

with standard values of empirical coefficients 
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c,, = 0.09 c,, = 1.44 c,~ = 1.92 c,, = 1.0 

CTr = 1.0 fJo == 1.0 0k = 1.0 cl, = 1.3. 

This model is only valid for high local turbulent Rey- 
nolds number Re, = k2/(ve) and is therefore inap- 
plicable in the viscous region close to a wall. For 
forced wall-parallel equilibrium flows the problem is 
usually overcome by use of wall functions, based on 
the assumption of universal profiles of the flow vari- 
ables in the near-wall region. These wall functions are 
inadequate for the flow configuration here considered 
for several reasons. First, no universal scaling was 
found for wall-jet type of motion encountered in the 
near wall region of buoyancy driven flows. Second, we 
are dealing with permeable walls with fluid injection, 
which further impedes a universal representation of 
near-wall profiles of fluid properties. Finally, the 
geometry considered involves sharp corners (in reality 
even more complex irregular boundaries), in which 
the flow is affected by surrounding walls, which is 
difficult, if not impossible, to represent in a simple 
functional form valid for a general case. Therefore 
in conjunction with the high-Re-number model we 
concentrate on its performance away from the walls 
and ignore near-wall how behaviour by adopting a 
simple approach of Henkes [I 51 where the wall func- 
tions are reduced to specifying k = 0 and E = cc at the 
wall. 

The second model is the low Reynolds number k--E 
model of Launder and Sharma [ 16, 171, which we will 
refer to as the Launder-Sharma model. In this model 
the constants of the standard k-E model are replaced 
by functions of the turbulent Reynolds number so 
that the model is also valid in low turbulence regions, 

clr = 0.09exp 
3.4 

- 
(l+ ReJ50)' > 

(16) 

c,* = 1.92(1-0.3 exp( - Re:)). (17) 

Furthermore the transport equation for E is replaced 
by a transport equation for B which includes an extra 
term, 

E” 
+tc,,tPk+C,'Gk)-C,2~-+2vVt k (18) 

E is the ‘homogeneous’ part of E which, in contrast to 
E, is zero at a solid wall, which simplifies the treatment 
of the wall boundary conditions. The real dissipation 
rate E follows from, 

aJit2 
&=F+2v __ ( > ax, . (19) 

The dimensionless parameters that describe the dou- 
ble-diffusive natural convection flow are the thermal 
Grashof number G?,, the concentration Grashof num- 

ber Gr,, the Prandtl number Pr and the Schmidt num- 
ber SC, 

Gr 
T 

= gP,ATH’ 
V2 

(20) 

Gr, = &hH' 
V2 

f+ = !f 
a 

(21) 

(22) 

sc=$. (23) 

The ratio between mass and thermal buoyancy can be 
expressed by the buoyancy ratio parameter B, 

B=Gr,, 
Gr, 

(24) 

The ratio between mass and thermal diffusion is 
defined by the Lewis number Le, 

+ (25) 

The local heat transfer rate through a wall can be 
expressed by the local Nusselt number NM,, 

aT 
u,T-a- 

ax, 
Nux = AT 

a- 
H 

(26) 

where u, is the normal velocity and x, the normal wall 
distance. Both convective and diffusive heat transfer 
are included in the Nusselt number since we will con- 
sider walls with non-zero normal velocities. The local 
mass transfer rates can be expressed similarly by the 
local Sherwood numbers S/z,_ and S!Z,,~ for the heavy 
and light gas, respectively, 

am 
U,Cf-D- 

S&x = 
ax, 

ID’ 
(27) 

H 

Sh,,, = 
u”(l-w)+ag 

” 

D; 
(28) 

In this case the Sherwood number at the wall is fully 
determined by the molar flux which is fixed at the 
wall, since Sh,,b,, = (H/W))N#I, and Shl,side = 
(ff/@D))N,~,. 

2.2. Numerical method 
The flow in the trapezium geometry was computed 

by a finite volume method, using general curvilinear 
(non-orthogonal) coordinates. The trapezoid was first 
transformed into a rectangle. The discretized trans- 
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Fig. 2. Computational grid with 60 x 60 control volumes. 

port equations were solved in this rectangle, and after- 
wards the solution was transformed back to the trap- 
ezoid. The transformation method employed enables 
the flow in arbitrarily shaped geometries to be com- 
puted accurately. For a detailed description of this 
method we refer to Kuyper [ 181, who used the method 
to calculate natural convection flows in non-rec- 
tangular enclosures. The pressure field and the coup- 
ling with the velocity field were resolved using the 
pressure correction method SIMPLE (Patankar [19]). 
A non-uniform grid is used, clustered in the vicinity 
of domain boundaries. Fig. 2 depicts the grid with 
60 x 60 control volumes, used for the standard k--E 
model calculations. A finer grid was used for the low- 
&-number model, typically with 80 x 80 control vol- 
umes. A grid dependence test with doubling the num- 
ber of control volumes changed the averaged Nusselt 
number and the velocity maxima by less than 5%. In 
view of uncertainty inherent in the turbulence model, 
the above mentioned grid was adopted as satisfactory 
and no further refinement was performed. The dis- 
cretization of the flux through a volume side was per- 
formed by using the hybrid scheme. For the time- 
dependent solution the discrete time step At = 0.05 
s was used for flows with a typical period of 20 s. 
Convergence of the solution was checked by moni- 
toring the change of each variable during iterations 
and the integrated error in the mass conservation, 
the velocity, the temperature and the concentration 
equations. The residual sources were reduced to values 
smaller than lop6 times a reference value for that 
criterion. 

3. EXPERIMENTAL SET-UP 

A schematic view of the trapezoidal cavity used for 
the experiments is shown in Fig. 1. The height H of 
the cavity of 0.35 m, the width L 0.96 m and the depth 
0.51 m. The side walls make an angle of 45” with the 
horizontal. The bottom and side walls are made of 
copper plates, which can be kept at a constant tem- 
perature by circulating water or oil. In the plates a 
large number of small holes is used to inject gases 
(6700 holes/m’, hole diameter 0.8 mm). Through the 
bottom wall argon is injected as heavy gas (MAr = 40 
g/mole) and through the side walls nitrogen as light 

gas (MN* = 28g/mole). Molar injection rates can be 
varied in the range Ht.04 mole/m’/s. The gases flow 
out through a blanket in the rear wall. The front wall 
is made of 5 mm thick poly-carbonate and the top 
wall of 20 mm thick perspex. All walls are insulated 
with 20 mm thick poly-urethane foam to minimize 
heat losses to the surroundings. 

To inspect the flow qualitatively, visualization 
experiments were performed using a laser-sheet. When 
smoke is injected in the cavity the flow pattern in one 
plane in the cavity can be observed. Velocity measure- 
ments were performed using laser Doppler ane- 
mometry (LDA). The mean velocity and the size of 
the velocity fluctuations in the horizontal and vertical 
direction are measured (a, v, ~4’~ and u”). The flows 
studied here have long integral time scales of typically 
2 s, therefore the accuracy of the velocity measure- 
ments is mainly determined by the averaging time. In 
this case the variance in the averaged velocity u can 
be estimated by 2u’2t,,,/t,,,, [20], where tint is the inte- 
gral time scale and t,,,, the averaging time. Sub- 

stituting typical values (u” = 0.002 m2/s2, t,,, = 2 s, 
t,,,, = 180 s) we obtain an error in the velocity 
measurements of 7%. The variance of the velocity 
flt&uations can be estimated similarly by 

4@t,“&n,,,, which gives an error of 20% in the vel- 
ocity fluctuation measurements. Temperature and 
concentration measurements were performed using a 
probe consisting of a thermocouple and a tube to 
extract gas samples. The probe could be inserted 
through fittings in the top wall of the cavity. A Chro- 
mel-Alumel (type K) thermocouple was used to mea- 
sure the average temperature locally. The error in the 
temperature measurement is difficult to estimate due 
to the different flow conditions and temperature gradi- 
ents which the thermocouple encounters throughout 
the cavity. Close to the hot bottom wall, where tem- 
perature gradients are largest the temperature mea- 
sured with the probe differed up to 5°C from the 
temperature measured with the thermocouples fixed 
in the wall. This difference can be considered as an 
upper limit to the error in the temperature measure- 
ments. The gas tube of the probe (inner diameter 1.6 
mm) is connected to a gas chromatograph (Chrom- 
pack CP2002) with a PLOT Molecularsieve 5 A 
column, which can measure nitrogen concentration. 
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Gas samples of approximately 0.5 ml are taken, to 
enable local concentration measurements. The accu- 
racy of the concentration measurements was found to 
be below 5% by using a calibration gas. A detailed 
description of the experimental set-up and the 
measurements is given by Biezen [21]. 

4. TEMPEAATURE DRIVEN NATURAL 

CONVECTION 

First we presem: the results of temperature driven 
natural convection flows in the trapezium. Com- 
parison of calculations and measurements makes it 
possible to validate the numerical model. The exper- 
iments on temperature driven natural convection were 
performed with air as gas. The temperature of the 
bottom wall Th was 57 f 3°C and the temperature of 
the side walls T, was 13 f 2°C. The relevant dimen- 
sionless parameters for this configuration are the 
Prandtl number and the thermal Grashof number. 
The present computations were performed for air at 
the reference mean temperature To = 35°C 
(v = 13.5. lO-‘j m2/s, a = 19.1 - lop6 m’js, p = 1.292 
kg/m3) and the height of the cavity H = 0.35 m, yield- 
ing Pr = 0.71 and Gr, = 3.4. 108. The temperature 
driven flow in the trapezoidal cavity looks similar to 
the flow in Fig. tia obtained for a double-diffusive 
system with a low gas injection rate, which is discussed 
later. 

The velocity field shows that the mean flow consists 

of a symmetric pattern of two cells. The fluid moves 
upward in the middle and downward along the cold 
side walls. The temperature field shows that the tem- 
perature is almost uniform over the whole cavity. 
Large temperature gradients exist only near the bot- 
tom and side walls. The turbulent viscosity field shows 
that turbulence is highest in the top half of the cavity. 

A horizontal profile of the horizontal and vertical 
velocity at y/H = 0.37 is shown in Fig. 3. The profiles 
calculated with the standard k--E model and the Laun- 
der and Sharma model are compared with the exper- 
imental data. The differences between the results 
obtained with two turbulence models are small. The 
measured velocity profile is not symmetric. This can 
be attributed to a somewhat non-uniform wall tem- 
perature in the measurements. The temperature 
difference between the right and the left side of the 
hot bottom wall was approximately 5°C. Calculations 
using these non-uniform boundary conditions yielded 
velocity profiles with similar asymmetry. 

In general the shape of the calculated profiles agrees 
well with the measurements. For the horizontal vel- 
ocity the height of the maxima, both near the walls 
and near the centre, agree very well. In the vertical 
velocity profile some deviations between calculation 
and experiment exist. The height of the central 
maximum is larger in the calculation than in the exper- 
iment. Furthermore the shape of the profile is differ- 
ent, the calculations show a sharp central peak and 
wide dips at the walls, whereas the measurements 

0.3 0.3 

o.2 
-standard k-e 
- - -Launder and Shar 0.2- 

0 O.l- measurements 
O.l- 

u b/s1 v Ml 
O- O- 

--0.1 - -O.l- 

--o.a. 1 0.3 0.5 0.7 0.9 -O+i1 0.3 I 0.5 0.7 0.9 

XIL XlL 
Fig. 3. Horizontal (u) and vertical (u) velocity profiles at y/H = 0.37. Lines are simulations, symbols are 

measurements. 

0.008 0.008 

0.006 0.006 
;1;2 7 

0.004 0.004 
[m2/ri2] W/s*1 

0.002 0.002 

9 9 
XlL x/L 

Fig. 4. Horizontal and vertical velocity fluctuation profiles at y/H = 0.37. Lines are simulations, symbols 
are measurements. 
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150. 15o.v 

--standard k-c 

- - Launder and Sharma I 
100. f I 

I 100. - 

I / I 1 
% 0.2 0.4 0.6 0.8 1.0 8 

I 1 I I 
0.2 0.4 0.6 0.8 1.0 

x/L YIH 

(a) bottom wall (b) side wall 

Fig. 5. Calculated local Nusselt number along the hot bottom wall and the cold side wall. 

show a wide central peak and sharp dips at the walls. 
However, the height of the velocity maxima near the 
wall is predicted well. The vertical velocity maximum 
is smaller for the Launder and Sharma model than for 
the standard k--E model, but still higher than in the 
measurements. 

In the calculated velocity profiles the total upward 
flow equals the total downward flow since a two- 
dimensional flow is assumed. This is not the case in 
the measured profiles. When the measured profiles are 
integrated we see that about 20% more fluid moves 
upward then downward. The measurements are made 
halfway the cavity depth so probably extra fluid moves 
downward near the front and back wall. This can be 
a result of heat losses, which make the front and back 
wall relatively cold and induce a natural convection 
flow in the z-direction. The discrepancy between the 
calculated and measured profiles is probably due to 
these three-dimensional effects. 

In Fig. 4 profiles of the velocity fluctuation are 
shown. The lines are calculated using the eddy-vis- 
cosity expression (8) for the two turbulence models 
and the symbols are results of the LDA measurements. 
The different turbulence models have significant 
differences here. The standard k--E model predicts the 
highest fluctuation level. With the Launder and 
Sharma model the shape of the profile is similar but 
the level is reduced by approximately 25%. The 
measurements have a large scatter. To reduce this 
scatter much longer averaging times in the LDA 
measurements are necessary. However, the profiles 
still show structure and can be compared with the 
calculations. The peak in the horizontal velocity fluc- 
tuation in the centre and the peaks in the vertical 
velocity fluctuation with a low plateau in the middle 
are predicted well. The level of the fluctuations pre- 
dicted by the standard k--E model seems somewhat too 
large. The Launder and Sharma model gives a slightly 
too low level. 

The averaged Nusselt number predicted by the stan- 
dard k--E model is Nu = 69.1, the Launder-Sharma 
model gives Nu = 43.2. The local Nusselt number 

along the bottom and side wall is shown in Fig. 5. 
From the corner to the middle along the bottom wall 
the heat flux decreases and from the bottom to the 
top along the side wall the heat flux increases. This 
can be explained by looking at the flow in the cavity. 
The circulating flow transports hot fluid from the bot- 
tom wall via the middle up to the top of the cold side 
wall, where the heat flux will be high. From the top 
of the cold side wall the fluid moves downward, the 
fluid temperature decreases and therefore the heat flux 
decreases. When the cold fluid reaches the hot bottom 
wall the heat flux is large. From the corner to the 
middle the heat flux decreases again due to the increas- 
ing temperature of the fluid. 

5. DOUBLE-DIFFUSIVE NATURAL CONVECTION 

In this section we present the results of the cal- 
culations and measurements of double-diffusive natu- 
ral convection Ilows. Argon and nitrogen were used 
as gases in the experiments. Argon was injected 
through the bottom wall and nitrogen through the 
side walls. The molar flux of the two gases was always 
equal, N,, = N, = N. The injection rate N was varied 
in the range GO.04 mol/m2/s. The temperature settings 
were the same as for the temperature convection 
experiments. The bottom wall temperature T,, was 
57$3”C and the side wall temperature T, was 
13f2”C. 

The relevant dimensionless parameters for this con- 
figuration are the Prandtl number, the Schmidt 
number, the thermal and concentration Grashof num- 
ber, and the heavy and light gas Sherwood numbers. 
If we use the properties of a mixture of equal amounts 
of argon and nitrogen at the mean temperature 
(v = 15.4. 10e6 m2/s, a = 22.6 1O-6 m*/s, 
D = 19.4. 10m6 m’js, p = 1.292 kg/m3), the resulting 
dimensionless parameters are : Pr = 0.68, SC = 0.79, 
GrT = 2.6. lo*, Gr, = 6.4.10’. The buoyancy ratio 
B = GrJGr, = 2.5 and the Lewis number Le = 1.16. 
The Sherwood numbers for the heavy and light gas 
injection depend on the injection rate. The heavy gas 
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(a) N = 0.01 mole/m% (b) N = 0.08 mole/m28 

Fig. 6. Flow in the trapezium for low and high gas injection rate calculated using the standard k-e model. 

Sherwood number S&, representing the argon mass 
transfer, will be in the range t&56. The light gas Sher- 
wood number Sh,, representing the nitrogen mass 
transfer, will be in the range CM0 for molar injection 
rates in the range N = Ml.1 mole/m*/s. 

From the buoyancy ratio B = 2.5 we would expect 
that mass buoyancy is dominant. The concentration 
Grashof number however is based on a concentration 
difference from pure argon at the bottom wall and 
pure nitrogen at the side walls. The concentration is 
not fixed at the wall in our case. For high injection 

rates the concentration will be almost pure argon or 
nitrogen at the walls. For low injection rates the other 
species will diffuse back to the wall and the con- 
centration difference between the walls will be smaller. 
Therefore we can still have temperature dominated 
flow for low injection rates. 

5.1. Flow for different gas injections rates 
In Fig. 6 the flow in the trapezoid calculated using 

the standard k--E model is shown for a low and high 
gas injection rate. For the low injection rate the flow 
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is similar to the temperature-driven case. The gas 
moves up in the centre and down along the walls. The 
concentration field looks similar to the temperature 
field. This is due to the almost equal diffusion 
coefficients of heat and mass (Le c 1). For high gas 
injection rate the flow field changes dramatically. The 
fluid moves upward along the walls and the velocity 
becomes very small. The flow is laminar. The tem- 
perature and concentration fields are stratified. At the 
bottom the gas is almost pure argon and at the top it 
is almost pure nitrogen. The hot fluid is kept at the 
bottom by the mass buoyancy, opposing thermal 
buoyancy. The flow calculated using the Launder and 
Sharma model is similar to the flow shown in Fig. 6a, 
only the turbulent viscosity is somewhat lower (max 
vT/v = 96). 

Depending on the gas injection rate the thermal or 
mass buoyancy dominates. In Fig. 8 the velocity fields 
for different gas injection rates calculated with the 
standard k--E model are shown. Increasing the gas 
injection rate from zero the flow has the temperature 
driven pattern. For injection rates higher than 0.02 
mole/m2/s the flow is no longer steady but becomes 
periodic with a period of approximately 20 s. The time 
dependent behaviour of the flow will be discussed 
later. For gas injection rates higher than 0.07 
mole/m2/s the flow field changes to the concentration- 
dominated pattern. If the injection rate is decreased 
subsequently this pattern persists down to an injection 

rate of 0.03 mole/m2/s. This means that two solutions 
of the flow exist for a range of injection rates. For 
the calculations with the Launder and Sharma model 
similar behaviour is found. The transition from tem- 
perature-dominated to concentration-dominated flow 
for increasing gas injection occurs at a lower gas injec- 
tion rate, namely N = 0.05 mole/m’/s. The transition 
for decreasing gas injection occurs again at 0.03 
mole/m’/s. 

In the experiments this hysteretic behaviour was 
also found. Using smoke visualization the con- 
centration dominated flow could easily be dis- 
criminated from temperature-dominated flow (Fig. 7). 
In the temperature-dominated case (Fig. 7a) the flow 
is upward in the centre and downwards at the side 
walls. Furthermore the turbulent eddies are clearly 
visible. In the concentration-dominated case (Fig. 7b) 
a layered structure is observed and the flow velocities 
are very low. If the gas injection rate was increased 
slowly the temperature-dominated flows could be 
maintained up to an injection rate of 0.035 mole/m*/s. 
Then the concentration-dominated flow is observed. 
If the gas injection rate was decreased subsequently 
the concentration-dominated flow was observed until 
the injection rate was less than 0.015 mole/m’/s. 

The calculated time-averaged velocity profile at 
J/H = 0.37 is shown in F’ig. 9. The velocity maxima 
decrease when the gas injection rate is increased from 
0.01-0.04 mole/m’/s, indicating the damping effect of 

(a) N = 0.01 mole/m% (b) N = 0.03 mole/m% 
Fig. 7. Smoke visualization of the flow for low and high gas injection rate, showing the temperature- and 
concentration-dominated flow pattern. The upper picture is a cross-section in the x-y plane, the lower 

picture is a cross-section in the y-z plane. 
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0 mole/m% 0.02 mole/m% 0.04 mole/m% 0.06 mole/m% 0.08 mole/m2s 

decreasing gas injection 
Fig. 8. Velocity field for increasing and decreasing gas injection rate, showing hysteresis. 
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Fig. 9. Hcrizontal (u) and vertical (0) velocity profiles at y/H = 0.37 for different gas injection rates N 
calculated using the Launder and Sharma model. 

the concentration on the thermal buoyancy. The vel- 
ocity profile for the same gas injection rate (N = 0.04 
mole/m’/s), but now in the concentration-dominated 
state shows that the velocity is much lower now. Only 
along the side walls there is some flow. This is the 
injected nitrogen, which moves up past the argon 
layer. 

The turbulent kinetic energy profile is shown in 
Fig. 10. The turbulence decreases with increasing gas 
injection rate. In the concentration-dominated flow 
the flow is laminar and the turbulent kinetic energy 
vanishes. 

Vertical profibes of temperature and concentration 
at half the cavity length for both temperature-domi- 

O.OOb(_. .. ,O.Ol mole/m2s 
- - 0.04 mole/m% increasing 
-0.04 mole/m*s decreasing 
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x/L 
Fig. 10. Turbuleni. kinetic energy profiles at y/H = 0.37 for 
different gas inject ion rates N calculated using the Launder 

and Sharma model. 

nated state (increasing hJ) and concentration-domi- 
nated state (decreasing N) are shown in Fig. 11. The 
profiles calculated using the Launder and Sharma 
model at N = 0.04 mole/m2/s are compared with 
measurements at N = 0.03 mole/m*/s. These gas injec- 
tion rates are not chosen to be the same for this com- 
parison because the region in which the hysteretic 
behaviour was found was not exactly the same in 
experiments and simulations. In the temperature- 
dominated flow regime the temperature and con- 
centration are fairly uniform both in the calculations 
and in the measurements. Large gradients exist only 
at the bottom wall. The turbulent flow provides for a 
high mixing rate in the centre of the trapezoid. In the 
concentration-dominated regime the calculated ver- 
tical temperature and concentration profile show a 
smooth fall off from pure argon at the hot wall tem- 
perature to almost pure nitrogen at the cold wall tem- 
perature. Since the flow is laminar the mixing rate is 
much lower and no uniform profiles are found. The 
measured temperature profile does not show a smooth 
fall to the cold wall temperature. The temperature first 
decreased with increasing height in the cavity, but near 
the top wall the temperature rises. The top wall is 
assumed to be adiabatic in the calculations, this means 
that the temperature of the top wall can change instan- 
taneously when the transition from temperature- 
dominated to concentration-dominated flow occurs. 
In the measurements this is of course not possible due 
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- incr. - L&S 
-deer. L&S 

0 incr. meas. 
A deer. meas. 

- - incr. L&S 
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0 incr. meas. 
d deer. meas. 

Fig. 1 I. Temperature and concentration profiles at x/L = 0.5 in the temperature-dominated state and the 
concentration-dominated state. Lines are calculated using the Launder and Sharma model with increasing 
and decreasing gas injection rate at N = 0.04 mole/m*/s, symbols are measurements for increasing and 

decreasing gas injection rate at N = 0.03 mole/m2/s. 

to the heat capacity of the top wall. Therefore we 
see that the temperature rises near the top wall. The 
measured concentration profile shows a smooth curve 
from w = 0.8 to w = 0.1. The shape of the profile 
is in agreement with the calculations. However, the 
measured argon concentration is lower. At the bottom 
wall the gas is not pure argon but a fair amount of 
nitrogen is present. This is probably due to natural 
convection flow in the z-direction, which transports 
nitrogen from the top of the cavity via the relatively 
cold front and back wall to the bottom. 

The average Nusselt number for different injection 
rates is shown in Fig. 12. The three lines depict the 
calculations using the standard k-c-e model and the 
Launder and Sharma model in the temperature domi- 
nated regime and the laminar calculations in the con- 
centration dominated regime, where no turbulence 
model is needed. The Nusselt number is calculated by 
averaging expression (26) over the wall and over time. 
The hysteresis is clearly visible here. The Nusselt num- 
ber increases with increasing gas injection rate in both 
the concentration- and the temperature-dominated 
regime for both turbulence models. For the con- 
centration-dominated case the Nusselt number 
increases due to the increased velocity along the walls. 

I o”T--l 

20. 

t 

~ standard k-c 
- - -Launder and Sharma 
..’ .” laminar 00 I 0.02 I 0.04 0.06 0.08 1 

ga54 injection [mole/m%] 
Fig. 12. Average Nusselt number for increasing and decreas- 

ing gas injection rate, showing hysteresis. 

Nu 80. 

time [s] 
Fig. 13. Streamlines at eight equidistant moments in one 

period of 21 s for gas injection rate at 0.06 mole/m’/s. 

5.2. Time dependent behaviour 
The calculations with a non-zero gas injection rate 

in the temperature-dominated regime converged to 
periodic solutions. The symmetric pattern of two cells 
is no longer stable due to the influence of mass buoy- 
ancy. The period of the oscillations increases from 19- 
21 s for gas injection rate from 0.02-0.06 mole/m2/s 
in the standard k--E model calculations. For the Laun- 
der and Sharma model the period ranges from l&38 s 
for gas injection rates from 0.01~0.04 mole/m’/s. The 
size of the oscillations increases with increasing gas 
injection, indicating that the flow becomes less stable, 
until the transition to the concentration dominated 
flow occurs. In Fig. 13 the time dependent behaviour 
of the flow with gas injection rate 0.06 mole/m’/s cal- 
culated with the standard k-c model is shown. The 
streamlines of the flow at eight equidistant moments 
in one period are shown. In one period first a small 
convection cell is formed in the corner next to the 
main convection cell. This small cell increases in size 
until a second small cell appears in the corner. The 
second small cell merges with the main cell and the 
other small cell disappears. This process proceeds in 
both of the bottom corners. The size of the small cells 
increases with increasing gas injection rate. The effect 



Double-diffusive natural convection in trapezoidal enclosures 1897 

injection rate where the transition occurs is lower for 
the Launder and Sharma model. 

The existence of the hysteretic transition was con- 
firmed by experiments. The characteristics of the dis- 
tinctly different flow, temperature and concentration 
field in the two regimes are in agreement with the 
calculations. 

In the temperature-dominated regime oscillating 
turbulent flows are found. In the concentration-domi- 
nated regime the flow becomes laminar. 
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5. 

Fig. 14. Time dependent average Nusselt number for gas 
injection rate of 0.06 mole/m’/s. 

6. 

of the periodic flow on the time dependent Nusselt 
number is shown in Fig. 14. 8. 

6. CONCLUSION 
9. 

From the calculations and measurements of natural 
convection flow 1.n a trapezoidal cavity the following 
can be concluded: For temperature driven natural 10. 
convection the computations of the flow field yielded 
the predicted ve’locity field in good agreement with 
experiments. However, due to three-dimensional 1 1, 
effects there is a discrepancy in the central maximum 
and shape of the vertical velocity profile. 

The standard k--E model and the Launder and 
Sharma model gave similar velocity fields. The vel- 12. 

ocity fluctuations and the Nusselt number, however, 
are significantly different. 13. 

In the calculations of the double-diffusive natural 
convection flow a hysteretic transition from a tem- 
perature-dominated to a concentration-dominated 14. 

regime was observed when the gas injection rate is 
varied. Both the standard k--E model and the Launder 
and Sharma moldel show this transition, but the gas 15. 
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